Project 5C

Our goal is to develop algorithms to solve the following tygdeé'data assimilation” problem. Suppose
we have a differential equation model of the form
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whereX is a vector representing the “state” of a system @rid a vector of parameters. Suppose there
is a solution of the model that we will call the “truth”, but vén’t know the initial conditions nor the
parameters for this true solution. What we do know are somesaorements of the system at various times;
mathematically, suppose we have an observing system obtire f

y(t) = A(X(t)) + &(t), &~ N(O,R),

whereé represents normally distributed measurement errors @eitariance matrix) andh is a function
that expresses the measured quantities in terms of thensygstde, and we are given the vector of obser-
vationsy at timest,,. The problem is to estimate the true system stétg) and the parameteisfrom the
sequence of measuremem@,),y(t2), ... Y(t,), and to do this in “real time”, so that whejfit, ) be-
comes available, we estimatét,, 1) using our previous estimate &ft,,) rather than solving the problem
from scratch.

A specific model we will work with is a system of differentiadjgations formulated by meteorologist

Edward Lorenz in 1995:
dxy,

dt
wherek runs from1 to NV and indices are taken modubg; that is,x_1 = xny_1, xo = zn, andxyi1 = x1.
Typically N is on the order ofl 00 and the parameteks, are on the order of0 (usually ¢, is taken to be
independent ok). An observing system will be

= (Th41 — Th—2)Th—1 — Tk + Ck

yr(t) = xi(t) + ex(t)

but the measurements will be given only for some valuek; gfart of the problem will be to infer values

for coordinates of the state vect®ithat are never measured directly. Goals will include spdiow well

you can estimatg when you have plenty of high-quality measurements, howtnmaeasurement noise your

methods can withstand, how few observations you can get thy tvdw large anV you can handle, etc.
We'll start with a simpler model, namely

Tptl = ATy + On, op ~ N(0,0)
with observations of the form
yn:$n+5na EnNN(O,T‘).

Your first task will be to learn and apply the Kalman Filter imstscenario to optimally estimate, from
Y1, Y2, .., Yn. SOMe data will be given to you to start with, but as we go alpmg will start to generate
your own test data sets for your models and algorithms.



