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• Need for low-rank approximation for a matrix. 


• SVD A = U𝝨VT gives the best approximation:                        
|| A - Ak ||F →min, but columns of U and V are hard-to-
interpret


• Columns often correspond to products or features, while 
rows correspond to users. A joking example from 
Mahoney and Drineas: 

Motivation



Visual examples (Mahoney and Drineas, PNAS 2009)



• Spearman, a social scientist interested in models for 
human intelligence, invented “factor analysis”. 
Computed  first principal component of a set of mental 
tests and reined it as an entity. He called it “the general 
intelligence factor”. He called the subsequent principal 
component “group factors”.


• Application of this analysis resulted in ranking individuals 
in single intelligence scale, dubious social applications of 
data analysis such as involuntary sterilization of imbeciles 
in Virginia. See S. J. Gould “Mismeasure of Man”.

Even more examples…



• Provable worst-case optimality and algorithmic properties


• Should have a natural statistical interpretation associated 
with its construction


• Should perform well in practice

What do we want from a matrix decomposition



• G. W. Stewart: quasi-Gram-Schmidt method, applied to A and AT (1999, 
2004)


• Goreinov, Tyrtyshnikov, Zamarashkin (1997): CUR with choice of columns 
related to max uncorrelatedness.


• Frieze, Kannan, Vempala (2004): random sampling of columns according to 
a probability distribution that depended on columns Euclidean norm. Worst-
case scenario guarantee: ||A - PCA||F ≤ ||A - Ak||F + 𝜀||A||F with high probability.


• Drineas, Kannan, Mahoney (2006): CUR, columns and rows chosen 
simultaneously based on their Euclidean norm. Worst-case scenario 
guarantee: ||A - CUR||F ≤ ||A - Ak||F + 𝜀||A||F with high probability.


•  Drineas, Mahoney, Muthukrishnan (2008 SIAM J Matr Anal Appl): CUR based 
on leverage scores: ||A - PCA||F ≤ (1 + 𝜀/2)||A - Ak||F 


• Mahoney and Drineas (PNAS, 2009) “CUR matrix decomposition for 
improved data analysis”: ||A - CUR||F ≤ (2 + 𝜀)||A - Ak||F 

CUR decompositions



Leverage scores
S. Chatterjee and A. S. Hadi (1986)

Linear regression model
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Leverage scores

Diagonal entries
<latexit sha1_base64="NMhN+VWdLEduh1JzmiaZIzbJseE=">AAACBXicbVDLSgMxFM3UV62vUZciBItQF5YZEdRd0Y3LCtYOtNMhk2ba0EwyJBmxDF258VfcuFBx6z+4829M21lo64ELJ+fcS+49YcKo0o7zbRUWFpeWV4qrpbX1jc0te3vnTolUYtLAggnphUgRRjlpaKoZ8RJJUBwy0gwHV2O/eU+kooLf6mFC/Bj1OI0oRtpIgb0PHwIKK16nrUUCvaNOduyOjDR9B3bZqToTwHni5qQMctQD+6vdFTiNCdeYIaVarpNoP0NSU8zIqNROFUkQHqAeaRnKUUyUn03OGMFDo3RhJKQpruFE/T2RoVipYRyazhjpvpr1xuJ/XivV0bmfUZ6kmnA8/ShKGdQCjjOBXSoJ1mxoCMKSml0h7iOJsDbJlUwI7uzJ86RxUr2oujen5dplnkYR7IEDUAEuOAM1cA3qoAEweATP4BW8WU/Wi/VufUxbC1Y+swv+wPr8AX01l3A=</latexit>

can be though of as the amount of leverage of 
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CUR Algorithm
Mahoney and Drineas, PNAS 2009



ColumnSelect(A,k,epsilon)

AlgorithmCUR(A,k,epsilon)



Two variants of algorithm for selecting columns
Drineas, Mahoney, Muthukrishnan (2008)

Exactly(c)



Expected(c)



Drineas, Mahoney, Muthukrishnan (2008)





Experiment with text categorization data
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