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Abstract

This paper is concerned with a class of singular equations modeling
the combustion of premixed gas in periodic media. The model involves
two parameters: the period of the medium |L| and a singular parameter
ε related to the activation energy.

The existence of pulsating travelling fronts for fixed ε and |L| was
proved by H. Berestycki and F. Hamel in [BH]. In the present paper, we
investigate the behaviour of such solutions when ε ≤ ε|L| � 1. More
precisely, we establish that Pulsating Travelling Fronts behave like Trav-
elling Waves, when the period |L| is small and ε ≤ ε|L|. We also study
the convergence as ε goes to zero (and |L| is fixed) of the solution toward
a solution of a free boundary problem.

1 introduction

In this paper, we focus on front propagation phenomena for a class of one phase
free boundary problems describing laminar flames:{

ut + q(x) · ∇u = 4u in Ω(u) = {u > 0}
|∇u|2 = 2f(x)M on ∂Ω(u) . (1)

Such an equation naturally arises as the asymptotic limit (ε goes to zero) of the
following advection-reaction-diffusion equation:

ut + q(x) · ∇u(x) = 4u− f(x)βε(u), (2)

where the reaction term is defined by βε(s) = 1
εβ( s

ε ), with β(s) a Lipschitz
function satisfying:{

β(s) > 0 in (0, 1) and β(s) = 0 otherwise,
M =

∫ 1

0
β(s)ds.

(3)
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Note that, in combustion theory, one usually models the evolution of the tem-
perature T = 1 − u; the limit ε → 0 is then referred to as the high activation
energy limit.

When the domain is the whole space Rn, or a cylinder Rd × ω (with ω
bounded open subset of Rn−d), and when the media is homogeneous (i.e. when
the reaction term f(x) and the advection term q(x) are constant), it is natural
to seek for travelling waves solutions. These are solutions of the form u(x, t) =
φ(x · e− ct) (where e is the direction of propagation and c is the speed), with

φ(s) −→ 0 , as s→ −∞,
φ(s) −→ 1 , as s→ +∞.

The existence of travelling waves solving (2) in cylindrical domains is proved
in [BN] (see [BNS] for the one dimensional case). Moreover, such solutions are
proved to be stable (see [BLR], [R1] and [R2]).

The question of the approximation of (1) by (2), though formally simple,
is a delicate problem. The elliptic case was first dealt with in [BCN], where
travelling waves solutions of (2) were proved to converge (as ε→ 0) to solutions
of (1). The situation in the parabolic context appears to be more delicate. The
first results were obtained by L. A. Caffarelli and J. L. Vazquez [CV], for the
initial value problem of the advection-free model (q = 0); the convergence of uε

as ε goes to zero was studied under suitable assumptions on the initial data.
More recently, fundamental gradient estimates for solutions of (2) have been

established in [CK] in a very general setting. The behaviour of the solutions as
ε→ 0 is also studied for the two phases parabolic problem in [CLW1], [CLW2],
[LVW] and [D], under a nondegeneracy condition on the negative part of uε (all
those results do not apply in the one phase situation).

In this paper, we are concerned with equation (2) when the advection term
q(x) and the reaction term f(x) are no longer constant, but have some period-
icity. In this framework, the notion of travelling waves can be replaced by the
more general notion of pulsating travelling fronts.

The space domain will be assumed to be an infinite cylinder in Rn:

Ω = Rd × ω, with ω bounded connected subset of Rn−d. (4)

We also assume that the boundary of ω is smooth. In the sequel, we will split
the space variable (x, y) ∈ Ω, with x ∈ Rd, and y ∈ ω.

Let L =
∏d

i=0 LiZ be a lattice in Rd, with Li > 0, and denote C =∏d
i=0[0, Li] × ω, and |L| = supi=1..d Li. We assume that f(x, y) and q(x, y)

satisfy:  f(x+ k, y) = f(x, y), for all k ∈ L.
There exist two constants λ and Λ such that

0 < λ ≤ f(x, y) ≤ Λ.
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and 
divx,y q(x, y) = 0 in Ω∫

C

qi(x, y)dx dy = 0 , ∀1 ≤ i ≤ d

q · ν = 0 on ∂Ω
q(x+ k, y) = q(x, y) , for all k ∈ L,

(5)

In this framework, we can define pulsating travelling fronts as follows:

Definition 1

Let e be any unit direction in Rd. We say that the function u(x, y, t) is a
pulsating travelling front, in the direction e, and with effective speed c 6= 0, if
(u(x, y, t), c) is the classical solution of the following free boundary problem

ut + q · ∇u = 4u in Ω(u) = {u > 0}
|∇u|2 = 2f(x, y)M on ∂Ω(u)\∂Ω

uν = 0 on ∂Ω
u → 0 as x · e→ −∞,
u → 1 as x · e→ +∞,

u(x+ k, y, t) = u
(
x, y, t− k·e

c

)
, ∀k ∈ L

(P)

where ν(x, y) denotes the outward unit normal to ∂Ω, and uν = ∂u
∂ν .

As we said before, the solutions of (P) can be formally obtained as limits of
solutions of the following singular perturbation problem:

uε
t + q · ∇uε = 4uε − f(x, y)βε(u)

uε
ν = 0 on ∂Ω
uε → 0 as x · e→ −∞,
uε → 1 as x · e→ +∞,

uε(x+ k, y, t) = uε
(
x, y, t− k·e

cε

)
, ∀k ∈ L

(Pε)

where βε is as in (3).

The existence of pulsating travelling fronts for (Pε) has been established by
H. Berestycki and F. Hamel in [BH]; we recall their result, as well as a couple
of other properties of such solutions in Section 2. Given a solution, it seems
natural to investigate its behaviour when

- the singular parameter ε goes to zero (convergence to the free boundary
problem),

- the period |L| goes to zero (homogenization limit).

In this paper, we wish to investigate the behaviour of the pulsating travelling
fronts when

ε ≤ ε|L| � 1,

for some constant ε.
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First, in Section 3, we show that the solution of (Pε) oscillates between two
travelling waves propagating with the speed cε:

Proposition 1 Let e be a unit vector in Rd and denote by (uε, cε) the corre-
sponding solution of (Pε).

For all Lo > 0, there exist εo(Lo) > 0 such that if ε ≤ εo and |L| ≤ Lo, then we
have

max
(

0, 1− 1
κ
e−γε(e·x−cε(t+M∗))

)
≤ uε(x, y, t) ≤

max
(
ε, 1− κe−γε(e·x−cε(t−M∗ε)

)
,

(6)

where M∗, M∗ and κ are universal constants, and γε = γ(cε) > 0 is an increas-
ing function of cε.

Moreover, when Ω = Rn (i.e. d = n) and ε ≤ ε|L| we have

M∗ ≤ ρ∗|L|,

with ρ∗ universal constant, and κ→ 1 as |L| → 0.

Here and subsequently, a constant is said to be universal if it only depends on
β, Λ, λ, |q|∞ and Ω (diam(ω), d and n). In particular, it is important to note
that, unless stated otherwise, all the estimates will be uniform with respect to
|L|, ε and e.

The key point to establish Proposition 1 is Proposition 13, which states
that the free boundary remains in a finite neighbourhood of the hyperplane
x · e − ct = 0. As a consequence of Proposition 1, when Ω = Rn and ε ≤ ε|L|,
the ε-level set of the solution is almost an hyperplane in Rn×R when the period
is small, and uε converges to an ordinary travelling wave when |L| → 0.

Whether similar result holds for a general domain Ω satisfying (4) is still an
open question. However, in Section 4 we obtain partial results in this direction
and we establish in particular the following nondegeneracy estimate:

Proposition 2 There exists Lo, ε, ρ∗ and Ro such that if |L| ≤ Lo and ε ≤
ε|L|, then for any (xo, yo, to) satisfying

uε(xo, yo, to) = ε,

we have:
sup

Br(xo,yo)

uε(x, y, to) ≥ Cr,

for all r such that
ρ∗|L| ≤ r ≤ Ro.
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Finally, the last section of this paper is concerned with the singular limit
ε→ 0, when the period of the lattice is fixed. We prove the following theorem,
which shows that the limit u of uε satisfies the free boundary condition at any
regular point of the free boundary.

Theorem 3

Let e ∈ Sd−1, and denote by (uε, cε) the corresponding solution of (Pε) (given
by Theorem 4). There exists a subsequence εj → 0 such that{

cεj −→ c,
uεj (x, y, t) −→ u(x, y, t), uniformly on compact sets,

with u ∈ C1,1/2(Ω× R) solution to

ut + q · ∇u = 4u in {u > 0}, uν = 0 on ∂Ω,

and satisfying u
(
x, y, t− k·e

c

)
= u(x+ k, y, t), ∀k ∈ L.

Moreover, if (Xo, to) = ((xo, yo), to) is a free boundary point ((Xo, to) ∈
∂{u > 0} \ ∂Ω) such that{

there exist Yo ∈ Ω and r > 0 such that
Xo ∈ ∂Br(Yo) and Br(Yo) ⊂ {u(X, to) > 0},

then, u has a linear behaviour in Br(Xo) × (to − r2, to), and satisfies the free
boundary condition:

u(X, t) =
√

2Mf(Xo)〈X −Xo, ν〉+ + o(|X −Xo|+ |t− to|1/2),

with ν = Yo−Xo

|Yo−Xo| .

Acknowledgement: K.-A. Lee and A. Mellet would like to thank the De-
partment of Mathematics of the University of Texas, where many of the ideas
of this paper where discussed, for its hospitality.

2 Existence and first properties of solutions of
(Pε)

2.1 Existence and uniqueness.

H. Berestycki and F. Hamel [BH] have shown the existence and uniqueness of a
solution of (Pε) (for fixed ε > 0). More precisely, Theorem 1.13 in [BH] gives:

Theorem 4
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Let e be a unit vector in Rd, then we have:

1. there exists a classical solution (c, u) = (cε,e, uε,e(x, y, t)) of (Pε) (by clas-
sical solution, we mean u ∈ C1,α(Ω×R), with continuous second derivatives
in space).

2. The speed c is unique and positive. The solution u(x, y, t) is unique up to
a translation with respect to t.

3. The function u(x, y, x·e−s
c ) is L−periodic with respect to x, and increasing

with respect to s (in particular, u(x, y, t) is decreasing with respect to t).

The key point of the proof is the following change of variables:

φ(s, x, y) = u(x, y,
x · e− s

c
). (7)

Then, φ(s, x, y) is L-periodic with respect to x and satisfies

φ(s, x, y) −→ 0, as x→ −∞,
φ(s, x, y) −→ 1, as x→ +∞.

Moreover, φ solves the following degenerate nonlinear elliptic equation

4x,yφ+ |e|2φss + 2e · ∇x,yφs + cφs − φse · q − q · ∇x,yφ = f(x, y)βε(φ).

2.2 Hölder estimates in space and time.

It was proved by L. Caffarelli and C. Koenig [CK] that solutions to (2) have
local Lipschitz regularity in space. We deduce:

Lemma 5 (Uniform gradient estimate)

Let uε be the solution of (Pε) given by Theorem 4. There exists a universal
constant C0 such that

|∇x,yu
ε(x, y, t)| ≤ C0 , ∀ (x, y, t) ∈ Ω× R.

Proof: Since 0 ≤ uε ≤ 1, interior estimate is given by [CK]. We only have
to check that the result also holds in the neighbourhood of a boundary point
(xo, yo) ∈ ∂Ω. Consider a local transformation of the y variable which straight-
ens out the boundary so that it becomes y · en = 0, and, nearby, Ω lies in
y · en > 0. We also assume that the normal vector ν becomes en, in such a way
that the Neumann boundary condition allows us to extend u by making it even
in yn. The result of [CK] then applies, and gives Lemma 5.

Moreover, as usual with parabolic type equations, Lipschitz regularity in
space implies 1

2 -Hölder regularity in time. Therefore we have (see D. Danielli
[D] for detail):
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Proposition 6 The solution uε given by Theorem 4 is uniformly bounded in
the hölder space C1,1/2(Ω× R): There exists a universal constant N0 such that

|uε(X, t)− uε(X ′, t′)| ≤ N0

(
|X −X ′|+ |t− t′|1/2

)
,

for all (X, t), (X ′, t′) ∈ (Ω× R)2.

2.3 A upper bound for the effective speed.

For later purpose, we now want to show that the speed of propagation cε(e) is
bounded by above by a universal constant:

Lemma 7 For all e ∈ Sd−1, and for all ε ≤ 1/2, we have

cε(e) ≤ cmax = 4
√

2ΛK + |q|∞,

with K = supβ(s) (note that this bound is far from being sharp).

Proof: We construct a subsolution of (Pε) which moves at speed 4
√

2ΛK+ |q|∞:
We start with the following subsolution of (P):

v(x, t) =
2
√

2ΛK
ν

(
1− exp(−ν(x · e− (ν + |q|∞)t))

)
.

It is easy to check that v is a subsolution of

ut + q(x) · ∇u = 4u,

and satisfies |∇xv| ≥
√

2ΛK in {0 ≤ v ≤ 1/2}. By regularizing v(x, t) in the
level set {0 < v(x, t) < ε} we can construct a smooth function vε satisfying

vε
t + q(x) · ∇vε ≤ 4vε − f(x, y)βε(vε),

such that {
vε(x, t) = v(x, t) in {vε > ε},
vε(x, t) = 0 in {x · e ≤ (ν + |q|∞)t− 1}.

(We can proceed in a similar way as described in Appendix A for supersolutions;
see also the proof of Lemma 29).

Next, we observe that when ν ≥ 4
√

2ΛK, we have v → 2
√

2ΛK
ν ≤ 1

2 as
x · e→∞. Hence, there exists R such that

uε(x, y, 0) ≥ vε(x+Re, 0) , ∀(x, y) ∈ Ω. (8)

We now have to prove that (8) holds for all t ≥ 0. Since we shall make this
reasoning a couple of times in this paper, let us write it properly. First, we
introduce

z(x, y, t) = uε(x, y, t)− vε(x+Re, 0),
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and denote by t∗ the first time for which z vanishes at some point:

t∗ = sup{t | z(x, y, t) ≥ 0 ∀(x, y) ∈ Ω}.

We can always assume t∗ > 0 (if not, we translate v some more, by choosing a
larger R), and we have:

∂tz −4z + q · ∇z ≥ −Nβf(x, y)
ε2

z, in Ω× [0, t∗],

zν = 0 on ∂Ω,
z −→ 1/2, as x · e→ +∞,

(9)

where Nβ is the Lipschitz constant of β. Assume now that t∗ <∞.
Then, there exists a sequence (xn, yn, tn) in Ω× [t∗, t∗ + 1] such that

tn −→ t∗, and z(xn, yn, tn) ≤ 0.

Since ω is bounded, we can assume that yn → y∗, and we have to consider two
situations:

Case I: (xn)n∈N is bounded in Rd.
Then, we can assume xn → x∗, and by continuity of z we deduce: z(x∗, y∗, t∗) ≤

0. The strong maximum principle (and the Hopf principle if y∗ ∈ ∂ω) implies
that z = 0 in Ω× [0, t∗], which contradicts z → 1/2 as x · e→ +∞.

Case II: (xn)n∈N is unbounded.
First of all, we note that, since vε(x, t) = 0 in {x · e ≤ (ν + |q|∞)t − 1}, we

have xn · e ≥ (ν + |q|∞)(t∗)− 1. Moreover, since z → 1/2 as x · e→ +∞, there
exists a constant C such that xn · e ≤ C.

Therefore, for all n, there exists kn ∈ L such that:

x̃n = xn − kn ∈ BR∗(0), |kn · e| ≤ C,

with R∗ such that BR∗(0) contains a cell of the lattice L. We set un(x, y, t) =
u(x + kn, y, t) = u(x, y, t−kn·e

c ) and vn(x, t) = v(x + kn, t) = v(x + (kn · e)e, t).
Since kn · e is bounded, we can assume that un and vn converge to ũ and ṽ.
Using the periodicity of q(x, y) and f(x, y) with respect to L, we are back to
case I, with z̃ = ũ− ṽ.

As a conclusion, we have t∗ = ∞ and therefore (8) holds for all t ≥ 0. It
follows that the ε-level set of uε cannot move faster than ν+ |q|∞, and the proof
is complete.

2.4 A lower bound for the effective speed

Finally, we end this preliminary section by proving that cε(e) is also bounded
by below:

8



Lemma 8 There exists a universal constant cmin (independent of ε and |L|)
such that if ε ≤ ε|L|, we have:

cε ≥ cmin

Proof: The proof of Lemma 8 is very different from the proof of the previ-
ous Lemma. As a matter of fact, the advection term q · ∇x prevents us from
constructing a supersolution to (Pε) that propagates with a positive speed.

Instead, the proof relies on the following equality obtained in [BH] by inte-
grating (2) over G × R, for any subset G of Ω of the form G = ∪iC(xi) × ω
(where C(xi) denotes a cell of the lattice L centered in xi):∫

R

∫
G

f(x, y)βε(uε)dx dy dt = |G|. (10)

Before going any further, let us introduce some notation that we shall use
later on: BR(Xo) denotes the Euclidean ball in Rn centered in Xo = (xo, yo) ∈
Rd × ω, with radius R, and we denote by QR(Xo, to) the parabolic neighbour-
hood:

QR(Xo, to) = BR(Xo)×]to −R2, to[.

We denote by Ln (resp. Hn−1) the Lebesgue measure in Rn (resp. the n − 1-
Hausdorff measure), and we introduce the density (for A ⊂ Ω and B ⊂ Ω×R):

Θn(A ∩BR) =
Ln(A ∩BR)
Ln(BR)

.

Θn+1(B ∩QR) =
Ln+1(B ∩QR)
Ln+1(QR)

.
(11)

We also introduce K a positive constant such that β(s) ≥ K for all s ∈
[ ε
4 ,

3ε
4 ]; we therefore have:

βε(s) ≥
K

ε
for all s ∈ [

ε

4
,
3ε
4

]. (12)

Let us now go back to the proof of Lemma 8. We start with the following
observation: The quantity

Θn

({
uε(x, y, t) ≥ 3ε

4

}
∩B20|L|(0)

)
is null for large positive t and is equal to 1 for large negative t; Therefore, there
exists a time to for which

Θn

({
uε(x, y, to) ≥

3ε
4

}
∩B20|L|(0)

)
=

1
4
. (13)
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Next, we show that for such a to we have:

Θn

({
uε(x, y, t) ≥ 3ε

4

}
∩B20|L|(0)

)
≥ 1

4
,

≤ 1
2

for all t ∈ [to − |L|/cε, to],
(14)

and

Θn
({
uε(x, y, t) ≤ ε

4

}
∩B20|L|(xo, yo)

)
≤ 3

4
,

≥ 1
4
, for all t ∈ [to − |L|/cε, to].

(15)
We postpone the proof of (14) and (15) to the end of this section and conclude

the proof of Lemma 8:
Using the coarea formula (see [F]) we can write∫ to

to−|L|/c

∫
B20|L|

f(x, y)βε(uε) dx dy dt

≥ λ

No

∫ to

to−|L|/c

∫
R
βε(z)Hn−1({uε(t) = z} ∩B20|L|)dzdt.

(16)

For all z ∈ [ ε
4 ,

3ε
4 ] and t ∈ [to − 20|L|, to], we have

Ln({uε(t) ≥ z} ∩B20|L|) ≥
1
4
Ln(B20|L|)

Ln({uε(t) ≤ z} ∩B20|L|) ≥
1
4
Ln(B20|L|),

therefore, Lemma 31 (i) (which is a consequence of the isoperimetric inequality)
gives (for all z ∈ [ ε

4 ,
3ε
4 ]):

Hn−1({uε(t) = z} ∩B20|L|) ≥ κ
(
Ln({uε(t) ≥ z} ∩B20|L|)

)(n−1)/(n)

≥ κ(Ln(B20|L|))(n−1)/(n).

Together with (16), it yields∫ to

to−|L|/cε

∫
B20|L|

f(x, y)βε(uε) dx dy dt ≥ K

ε

ε

2
|L|
cε

(
Ln(B20|L|)

)(n−1)/n
,

or ∫
R

∫
B20|L|

f(x, y)βε(uε) dx dy dt ≥ K̃

cε
|L|n.

The lemma follows from (10).

Proof of (14) and (15): The first inequality in (14) follows from (13) and the
monotonicity of u with respect to t. The second inequality is a consequence of
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the periodicity of u: with ko ∈ L such that ko · e ≥ |L| and ko ≤ 2|L| we have,
for all t ∈ [to − |L|/cε, to]:{

uε(x, y, t) ≥ 3ε
4

}
∩B20|L|(0) ⊂

{
uε(x, y, to −

ko · e
cε

) ≥ 3ε
4

}
∩B20|L|(0)

⊂
{
uε(x, y, to) ≥

3ε
4

}
∩B20|L|(ko, 0).

Since
Ln

(
B20|L|(ko, 0) \B20|L|(0, 0)

)
≤ 1

4
Ln

(
B20|L|(0)

)
,

we get (14).
In order to establish the second inequality in (15) (the first one is an imme-

diate consequence of (14)), we need the following lemma:

Lemma 9 For any parabolic neighbourhood QR such that BR ⊂ Ω, we have

Θn+1({ε
4
≤ uε(x, t) ≤ ε

2
} ∩QR) ≤ C

ε

R
.

Applying Lemma 9, we see that the set {uε ≤ ε/4} has density at least
1/2 in Q20|L|(xo, yo, 0), for some ε small enough. Using again the translation
property, we easily deduce the second inequality in (14).

Proof of Lemma 9: We integrate equation (2) on QR(xo, yo, to), and get:∫
BR

uε(x, to)− uε(x, to −R2) dx dy −
∫ to

to−R2

∫
∂BR

∇xu
ε · ν dσ(x, y) dt

+
∫

QR

f(x, y)βε(uε) dx dy dt = 0.

Since |uε(to) − uε(to − R2)| ≤ NoR and |∇xu
ε| ≤ No (see Proposition 6), it

follows: ∫
QR

f(x, y)βε(uε) dx dy dt ≤ CRn+1.

On the other side, (12) gives∫
QR

f(x, y)βε(uε) dx dy dt ≥ λ
K

ε
Ln+1({ε

4
≤ uε(x, y, t) ≤ ε

2
} ∩QR),

and the result follows.
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3 Global behaviour of the pulsating travelling
fronts

This section is devoted to the proof of Proposition 1. To begin with, we estab-
lish two key properties satisfied by the pulsating travelling fronts: The Birkoff
property and a weak nondegeneracy property. We then show that the oscilla-
tions of each level set at a given time are uniformly bounded, and deduce that
pulsating travelling fronts remain in a finite (and uniform) neighbourhood of a
standard travelling wave propagating with the speed cε.

Throughout this section, (uε, cε) denotes the solution of (Pε) given by The-
orem 4.

3.1 Birkoff’s property

The Birkoff property is a simple geometric property that will allow us to control
the global behaviour of the level sets of u. Similar Property was first used by
L. Caffarelli and R. de La Llave [CL] (Theorem 8.1) for minimal surfaces.

For any vector m ∈ Rd, we denote by Tm the translation operator in the
direction m:

Tm(D) = {(x+m, y)|(x, y) ∈ D},

where D is a subset of Ω. We also define

Ωη(t) = {(x, y, t) ∈ Ω× R|uε(x, y, t) ≥ η}.

Then, we have:

Lemma 10 (Birkoff’s Property)

For all η > 0 and t ∈ R, we have

Tm(∂Ωη(t)) ⊂ Ωη(t) for all m ∈ L such that m · e ≤ 0,
Tm(∂Ωη(t)) ⊂ Ωη(t) for all m ∈ L such that m · e ≥ 0.

Proof: This is an immediate consequence of Theorem 4 (3):
For m ∈ L such that m · e > 0, we easily check that

uε(x+m, y, t) = uε(x, y, t− m · e
c

) ≥ uε(x, y, t) ,

and the lemma follows.

A first consequence is the following lemma, which tells us that the homoge-
nization limit of uε does not depends on the transverse variable x− (x · e)e:

Lemma 11 For all m ∈ Rd such that m · e = 0, we have

|uε(x+m, y, t)− uε(x, y, t)| ≤ No|L|.
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Proof: Let k0, k1 be such that

ki ∈ L, |ki −m| ≤ |L|, k0 · e ≥ 0, k1 · e ≤ 0.

Then thanks to the Birkoff property we have{
uε(x+ k0, y, t) ≥ uε(x, y, t)
uε(x+ k0, y, t) ≤ uε(x, y, t),

and therefore

uε(x+m, y, t)− uε(x+ k0, y, t)
≤ uε(x+m, y, t)− uε(x, y, t) ≤

uε(x+m, y, t)− uε(x+ k1, y, t).

The lemma follows from the gradient estimate.

3.2 A weak nondegeneracy property

The derivation of a nondegeneracy property is always the key point in the study
of the limit ε→ 0. However, the nondegeneracy property that we derive in this
section only describes the behaviour of uε at distance larger than ρo|L| from the
most left end point of the free boundary.

We assume first that uε is such that:

(0, 0) ∈ ∂Ωε(0) and ∂Ωε(0) ⊂ {e · x ≥ 0}, (17)

and we denote by Br(0) the ball in Rd with radius r and centered in x = 0.
Then we have:

Lemma 12

There exist εo and ρo universal such that, for all ε ≤ εo and Ro > ρo|L|, there
exists a positive constant Co(Ro) such that

sup
(x,y)∈Br(0)×ω

uε(x, y, s) ≥ C(Ro)r , ∀s ≤ 0,

for all ρo|L| < r < Ro.

Proof: We are going to prove that

sup
(x,y,t)∈Ω×R−, x·e−ct≤r/2

uε(x, y, t) ≥ Co(Ro)r . (18)

Let us first check that (18) gives the Lemma: let (x, y, t) be such that

x · e− cεt ≤ r/2 and uε(x, y, t) ≥ Cr,

and let k ∈ L be such that

−k · e ≤ cεt ≤ −k · e+ |L| .

13



Then, we have

uε(x+ k, y, 0) = uε(x, y − k · e
cε

) ≥ uε(x, y, t) ≥ Cr.

Set x = x + k. In order to conclude, we need to find a vector l ∈ L such that
x + l ∈ Br and l · e ≥ 0. This is possible if the set {r/2 ≤ x · e ≤ r , |x| ≤ r}
contains a cell of the lattice L, which holds for r ≥ ρo|L|. We deduce

uε(x+ l, y, 0) = uε(x, y,− l · e
cε

) ≥ Cr ,

which gives Lemma 12.

Let us therefore assume that (18) does not hold, that is

sup
(x,y,t)∈Ω×R−, x·e−cεt≤r

uε(x, y, t) ≤ ζr , ∀y ∈ Ω , (19)

for ζ small, which will be chosen later. The contradiction will come from the
following remark:

Remark 1 There exists ko ∈ L such that |L|/2 ≤ ko · e ≤ 2|L|, and for such a
point, we have:

uε(ko, 0, t) > ε for all t < |L|
2cε .

We shall get a contradiction by constructing a supersolution hε of (Pε),
which moves faster than 4c and therefore reaches the point ko before time to =
|L|
2cε . For ζ small enough, we will see that hε is greater than uε along the
boundary {x · e − cεt = r}, and for all x such that x · e − cεT ≤ r for some
T ≤ 0 very large. The maximum principle and the previous remark will lead to
a contradiction.

We first define the following supersolution of (P):

h(x, t) =
√
A

ν + |q|∞

[
1− exp

(
− (ν + |q|∞)(x · e− νt)

)]
, (20)

with A to be determined later. It is easy to check that h(x, t) satisfies:

ht −4h+ q(x) · ∇h ≥ 0, on Ω× R,

and
|∇xh(x, t)|2 = A, along the F.B. ∂{h > 0}.

Therefore, h is a supersolution of (P), as soon as A ≤ 2λM . Moreover, it is easy
to check that if ν = 4cε, the ε−level set of hε will reach the point ko defined in
remark 1 before time to. (Note that, in view of Lemma 7, we have ν ≤ 4cmax

universal constant).
Next, we construct hε supersolution of (Pε) such that hε = h in {h ≥ ε}:

Let a, b ∈ [0, 1] and K > 0 be such that

β(s) ≥ K ∀s ∈ [a, b],

14



then, we prove in Appendix A that for ε ≤ εo (εo only depending on a, b, K
and λ) we can construct hε supersolution of (Pε) such that:

hε(x, t) = h(x, t) in {h(x, t) ≥ bε},
hε(x, t) ≥ aε , ∀(x, y, t) ∈ Ω× R .

Moreover, it is easy to check that if ν = 4cε, the ε−level set of hε will reach the
point ko defined in remark 1 before time to. (Note that, in view of Lemma 7,
we have ν ≤ 4cmax universal constant).

Now, we want to check that for ζ small enough, one has hε ≥ uε in {x · e−
cεt ≤ r}.

First of all, along the boundary x · e − cεt = r, and for t ≤ to, we have
x · e− νt ≥ r + (cε − ν)to ≥ r + cε−ν

2cε |L|, and therefore

hε(x, t) ≥
√
A

ν + |q|∞

[
1− exp

(
− (ν + |q|∞)(r +

cε − ν

2cε
|L|))

]
≥ Co(R0)r,

as soon as 3|L| ≤ r ≤ Ro. Next, we want to see that for a large negative T we
have

hε(x, T ) ≥ uε(x, y, T ) , for all x such that x · e− cεT ≤ r.

To that purpose, let us introduce

φε(s, x, y) = uε(x, y, x·e−s
cε ),

ψε(s, x) = h(x, x·e−s
cε )

=
√
A

ν + |q|∞

[
1− exp

(
− (ν + |q|∞)((1− ν

cε
)x · e+

ν

cε
s)

)]
.

Since φε is L-periodic with respect to x, and lims→−∞ φε(s, x, y) = 0, there
exists B ≥ 0 such that

φε(s, x, y) ≤ aε ∀s ≤ −B .

Moreover, for |T | large, we have:

ψε(s, x) ≥ ε , ∀s ≥ −B , x · e ≤ r + cεT .

It follows that

hε(x, T ) ≥ aε ≥ uε(x, y, T ) , x · e− cεT ≤ −B ,
hε(x, T ) ≥ ε ≥ uε(x, y, T ) , −B ≤ x · e− cεT ≤ 0 ,
hε(x, T ) ≥ Cr ≥ uε(x, y, T ) , 0 ≤ x · e− cεT ≤ r .

Hence z(x, y, t) = hε(x, t)− uε(x, y, t) is positive along the parabolic boundary
∂{(x, y, t) s.t. t ∈ [T, to] , x · e − cεt ≤ r} \ ∂Ω (and satisfies zν = 0 along ∂Ω),
and using the maximum principle and Hopf Lemma, we deduce in the same way
as in the proof of Lemma 7, that:

hε(x, t) ≥ uε(x, y, t) , in {(x, y, t) ; t ∈ [T, to] , x · e− cεt ≤ r}.
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which contradicts
hε(ko, to) < ε ≤ uε(ko, 0, to) ,

with ko ∈ L as in Remark 1.

Remark 2 When (17) is not satisfied, since the equation (Pε) is invariant
under discrete translations with respect to the x variable, we may always assume
that Ωε(uε) ⊂ {e · x ≥ cεt} and that there is a point (xo, yo) ∈ ∂Ωε,0(uε) ∩ {0 ≤
e ·x ≤

√
dL}. It is readily seen that a small modification in the proof of Lemma

12 then yields:

sup
(x,y)∈Br(xo)×ω

uε(x, y, s) ≥ C(Ro)r , ∀s ≤ 0 .

3.3 Oscillations of the Free Boundary.

The next proposition states that the ε-level set remains in a finite neighbourhood
of the hyperplane x = cεt:

Proposition 13 For all Lo > 0, there exist εo(Lo) > 0 and M∗(Lo) ≥ 0
depending only on Lo such that, if ε ≤ εo and |L| ≤ Lo, the solution of (Pε)
satisfies:

{uε(x, y, t) = ε} ⊂ {(x, y, t) | cεt ≤ e · x ≤ cεt+M∗} ,

after a suitable translation in time.

Moreover, when Ω = Rn and ε ≤ µo|L|, we have M∗ ≤ ρ∗|L| with ρ∗ depending
only on Lo.

Proof: After translation with respect to x, we may assume that Ωε(t) ⊂ {e ·x ≥
cεt} and that there exists a point (xo, yo) ∈ ∂Ωε(0)∩{0 ≤ e·x ≤

√
dL}. Applying

Lemma 12 (see Remark 2) with Ro > ρoLo, we find (x̃, ỹ) ∈ BRo(xo) × ω and
Co = C(Ro) such that

sup
BRo (0)×ω

uε = u(x̃, ỹ, 0) ≥ Co.

Define R∗ = max{diam(ω), pLo}, with p such that the ball BpLo(0) contains
the cell Πd

i=1]− Li, Li[. If we prove that for some t∗ we have

BR∗(x̃, ỹ) ∩ Ω ⊂ Ωε(t∗), (21)

for some t∗ under control, then, we are done. As a matter of fact, the Birkoff
property (Lemma 10) implies

∪m∈L, e·m≥0Tm

(
Bp|L|(x̃)× ω

)
⊂ Ωε(t∗),
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and since ∪m∈L, e·m≥0Tm(Bp|L|(x̃) × ω) contains a half plane {(x, y) ∈ Rd ×
ω | x · e ≥ M̃}, we deduce:

∂Ωε(t∗) ⊂ {(x, y)| 0 ≤ e · x ≤ M̃}.

and the proposition follows from the propagation property, with M∗ ∼ M̃ +
2(2R2

∗)cmax +
√
dLo.

Let us therefore assume that for some large negative t∗ (21) does not hold,
and therefore that we have (using the monotonicity of uε):

uε(x1, y1, t) ≤ ε and sup
BR∗ (x̃,ỹ)

uε(x, y, t) ≥ Co ∀t ∈ [t∗, 0]. (22)

With εo = Co/4, if ε ≤ εo, the gradient estimate (Lemma 5) gives:

uε(x, y, t) ≤ 1
2
Co, in B Co

4No

(x1, y1) ∀t ∈ [to, 0],

and therefore (since uε is a subsolution of the heat equation):

sup
BR∗ (x̃,ỹ)

uε(x, y, t∗ + (2R∗)2) ≤ sup
B2R∗ (x̃,ỹ)

uε(x, y, t∗)− `o,

with `o = `Co

2

(
Co

4No

)n

depending only on Lo.
By iterating, we get:

sup
BR∗ (x̃,ỹ)

uε (x, y, tk) ≤ sup
B2nR∗ (x̃,ỹ)

uε(x, y, t∗)− k`o

≤ 1− k`o,

for all k such that tk = t∗ + (2R∗)2
∑k

j=0 22j is nonpositive (here, we use the
fact that uε ≤ 1). Therefore, choosing k∗ such that 1 − k∗`o ≤ Co and t∗ =
−(2R∗)2

∑k∗
j=0 22j in (22), we obtain:

Co ≤ sup
BR∗ (x̃,ỹ)

uε (x, y, 0)

≤ sup
BR∗ (x̃,ỹ)

uε

x, y, t∗ + (2R)2
k∑

j=0

2−2j


≤ 1− k`o,

for all k ≤ k∗ which gives a contradiction. Hence (21) holds.

Remark 3 When d = n (Ω = Rn), we can derive a better estimate: Lemma 12
gives

sup
Bρ|L|(0)×ω

uε = u(x̃, 0) ≥ Cρo|L|.
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Moreover, we observe that, if t̃ is such that

uε(x̃, t̃) ≥ p(No + 1)|L|,

then, the gradient estimate (Lemma 5) yields

uε(x, t̃) > ε, in Bp|L|(x̃),

as soon as ε ≤ |L|.
Now, if we rescale ũ(x, t) = 1

|L|u(|L|x, |L|
2t), it is easy to check that, pro-

ceeding as in the proof of Proposition 13, there exists a t∗ ∼ |L|2 such that

Bp|L|(x̃) ⊂ Ωε(t∗).

And we conclude in the same way as before, by mean of a Birkoff argument. It
follows that one can take M∗ = ρ∗|L|, with ρ∗ universal constant. In particular,
the free boundary behaves like a hyperplane as the period of the lattice goes to
zero.

Proposition 13 and Remark 3 also allow us to improve our nondegeneracy
property when d = n:

Corollary 14

When d = n, there exists a positive constant Co(Ro) such that, for any xo ∈
∂Ωε(to), we have:

sup
Br(xo)

uε(x, t) ≥ Co(Ro)r (23)

for 0 < ε < εo and 0 < ρo|L| < r < Ro.

Proof: Thanks to Remark 3, we note that xo is at distance at most ρ∗|L| from
the most left point of the free boundary. Therefore, a small modification of
proof of Lemma 12 will give us the result: we choose ζ small enough in (19),
such that the free boundary of h reaches any point at distance (ρ∗+2)|L| before
time |L|

2c .

3.4 Comparison with Travelling Waves.

We can now establish our main result announced in the introduction:

Proposition 15 For all Lo > 0, there exist εo(Lo) > 0 and M∗(Lo) ≥ 0 only
depending on Lo such that, if ε ≤ εo and |L| ≤ Lo, there exists an increasing
function c 7→ γ(c) > 0, defined for c > 0 such that:

max
(

0, 1− 1
κ
e−γ(cε)(e·x−cε(t+M∗))

)
≤ uε(x, y, t) ≤

max
(
ε, 1− κe−γ(cε)(e·x−cε(t−M∗ε)

)
,

(24)
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where κ and M∗ only depend on Λ, M and |q|∞, and M∗ is as in Proposition
13. Moreover, γ(c) goes to zero as c goes to zero.

Proof: We want to construct a barrier for (P) of the form

h(x, y, t) = 1− ψ(x, y)e−γ(x.e−ct) ,

with ψ(x, y) L-periodic with respect to x, and γ > 0. Then, h is a solution of
ht + q · ∇h = 4h if and only if ψ solves:

4ψ − (q + γe) · ∇xψ + (γ2 − γ(c− e.q))ψ = 0 (25)

The existence of such a ψ follows from the following lemma (see [BH]):

Lemma 16

(i) For all γ there exist a unique real number µ(γ) > 0 and a unique function
(up to a multiplicative constant) ψ(x, y) > 0 such that

4ψ − (q + γe) · ∇xψ + (γ2 − γ(c− e.q))ψ = µ(γ)ψ .

(ii) Moreover, we have µ(γ) = cγ + ϕ(γ) where the function ϕ : R 7→ R is
concave and satisfies ϕ(0) = ϕ′(0) = 0.

It is easy to deduce that there exists a unique γ > 0 such that µ(γ) = 0. The
corresponding eigen function ψ furnishes a solution of (25). Moreover, ψ being
defined up to a multiplicative constant, we can choose supψ(x, y) = 1. Finally,
we remark that γ is uniformly bounded (lemma 7). Therefore, equation (25)
and the Harnack inequality give us the existence of a universal κ such that

0 < κ ≤ ψ(x) ≤ 1 .

We now define

h+(x, y, t) = 1− ψ(x, y)e−γ(x.e−ct) ≥ 1− e−γ(x.e−ct)

h−(x, y, t) = 1− ψ(x, y)
κ

e−γ(x.e−ct) ≤ 1− e−γ(x.e−ct)

The next step is to prove that, for some constant M∗, we have:

h−(x, y, t+M∗) ≤ uε(x, y, t) ≤ h+(x, y, t−M∗ε) , ∀x, t . (26)

To that purpose, we define

h±η (x, y, t) = (1± η)h±(x, y, t) .

and

φε(s, x, y) = uε

(
x, y,

x · e− s

c

)
ψ±η (s, x, y) = h±η

(
x, y,

x · e− s

c

)
.
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Since φε(t, x, y) −→ 1 when x · e → +∞ uniformly with respect to y, for any
η > 0, there exists T such that

ψ−η (s− S, x, y) ≤ φε(s, x, y) ≤ ψ+
η (s+ S, x, y) , ∀(x, y) ∈ Ω , s ∈ R ,

and therefore, there exists T such that

h−η (x, y, t+ T ) ≤ uε(x, y, t) ≤ h+
η (x, y, t− T ) , ∀(x, y) ∈ Ω , t ∈ R . (27)

Let us now introduce

T ∗ = inf{T s.t. h−η (x, y, t+ T ) ≤ uε(x, y, t)}
T∗ = inf{T s.t. h+

η (x, y, t− T ) ≥ uε(x, y, t)}.

We pretend that T ∗ ≤M∗ and T∗ ≤M∗ε for some universal M∗. Let us check
this fact for T ∗ only:

Assume T ∗ > M∗. Then, there exist sequences Tn < T ∗, sn, xn, yn such
that:

Tn −→ T ∗ , and ψ−η (sn, xn, yn) ≥ φε(sn, xn, yn) .

Since lims→+∞ φε = 1 > 1−η = lims→+∞ ψ−η , the sequence (sn)n∈N is bounded
in R. Moreover, using the periodicity of φε with respect to x, we can assume
that xn ∈ C. Passing to the limit n→∞, it follows that there exists (to, xo, yo)
such that

h−η (xo, yo, to + T ∗) = uε(xo, yo, to).

The function z(x, y, t) = uε(x, y, t)−h−η (x, y, t+T ∗) is nonnegative and vanishes
at (xo, yo, to). In {uε(xo, yo, to) > ε}, z is solution of a parabolic type equation.
Therefore, the maximum principle implies

(xo, yo, to) ∈ ∂{(x, y, t) ∈ R× Ω ; uε(xo, yo, to) > ε}

Finally, the Hopf principle tells us that we cannot have (x, y) ∈ ∂Ω. It follows
that uε(xo, yo, to) = ε, and Proposition 13 gives the result.

3.5 Homogenization limit when Ω = Rn

For the sake of simplicity, we assume that L = δZn (and therefore |L| = δ), and
we consider two sequences (δk)k∈N and (εk)k∈N such that

δk → 0, εk ≤ εδk.

We denote by (uk, ck)k∈N the corresponding solutions of (Pε).
According to Proposition 15 we have:

max
(

0, 1− 1
κk
e−γk(ck)(e·x−ck(t+ρ∗δk))

)
≤ uk(x, y, t) ≤

max
(
ε, 1− κke−γk(ck)(e·x−ck(t−M∗εk)

)
.

(28)
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Moreover, thanks to Proposition 6, Lemmas 7 and 8, it is easy to prove that{
(uk) converges uniformly on any compact set to u(x, t),
(ck) converges to a positive constant c.

Next, we recall that γk(ck) and κk in (28)were determined by solving (25),
which amounts to solving (after rescaling ψ(x) = Φk(x/δk))

4Φk − (δkq + δkγe) · ∇xΦk + ((δkγ)2 − δkγ(δkck − e.δkq))Φk = 0 (29)

with Φ Zn-periodic. Adapting the result from [BH], one can show that there
exits a unique such γk(ck) and that γk(ck) → c as ck → c. Finally, it is easy to
check that the corresponding function Φk converges to a constant, and therefore,
κk → 1.

Hence we have:

uk(x, t) −→ u(x, t) = max
(
0, 1− e−c(x·e−ct)

)
.

4 A weak Nondegeneracy estimate

In the previous section (see Corollary 14), we showed that when Ω = Rn, uε

grows linearly away from the free boundary except maybe in a small neighbour-
hood of size ρ∗|L|.

In this section, we generalize this result for general domains Ω = Rd × ω:

Proposition 17 There exists Lo, ε, ρo, Ro and Co such that if |L| ≤ Lo and
ε ≤ ε|L|, then for any (xo, yo, to) satisfying

uε(xo, yo, to) = ε,

we have:
sup

Br(xo,yo)

uε(x, y, to) ≥ Cor,

for all r such that
ρo|L| ≤ r ≤ Ro.

Throughout the proof, we shall always assume that ρo is big enough in such
a way that any ball Bρo|L| in Rd contains a cell of the lattice L. Moreover, we
denote by γ a positive number that will be fixed later, and will satisfy

0 < γ < 1/4.
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The starting point of the proof is the following claim: There exists Mo ∈ R
such that

Θn
(
{uε(x, y, 0) ≥ ε

2
} ∩B2r(xo +Moe, yo)

)
= γ. (30)

(We recall that Θn is defined by (11).)
We find such a point by sliding a ball B2r in the e-direction, noticing that

the quantity
Θn

(
{uε(x, y, 0) ≥ ε

2
} ∩B2r(xo +Me, yo)

)
is zero for large negative M and 1 for large positive M .

We note x̃o = xo +Moe. Proposition 17 will then be a consequence of the
following proposition, the proof of which is the object of the remainder of this
section:

Proposition 18 There exist |Lo|, ε, ρo, Ro and C such that if |L| ≤ Lo, ε ≤
ε|L| and ρo|L| ≤ r ≤ Ro, then

(i) uε(x, y, to + r2) < ε in Br(x̃o, yo)
(ii) supQ4r(x̃o,yo,to) u

ε(x, y, t) ≥ Cr
(31)

Proof of Proposition 17: With k such that k·e
cε ≥ (ρo|L|)2, k ≤ C|L| and

k − k · e ≤ |L|, we have (applying (i) with r = ρo|L|):

uε(x, y, to +
k · e
cε

) < ε in Bρo|L|(x̃o, yo)

and therefore
uε(x, y, to) < ε in Bρo|L|(x̃o − k, yo).

The Birkoff property (Lemma 10) and the choice of ρo yield:

uε(x, yo, to) < ε in {x ∈ Rd | (x− x̃o) · e ≤ −C|L|}.

Since uε(xo, yo, to) = ε, we deduce

(xo − x̃o) · e ≥ −C|L|.

Next, using (ii) and the Birkoff property, we have:

sup
Q8r(x1,yo,to)

uε ≥ Cr, for all x1 ∈ Rd such that (x1 − x̃o) · e ≥ 0.

Hence, for some large (universal) P, we also have

sup
QP r(x,yo,to)

uε ≥ Cr, for all x ∈ Rd such that (x− x̃o) · e ≥ −C|L|

(since r ≥ ρo|L|). The proposition follows.
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4.1 Proof of Proposition 18.

We have to consider the cases when B2r(xo, yo) lies entirely in Ω or not. For
the sake of simplicity we only treat the first case.

The first point follows from the following cleaning lemma:

Lemma 19 There exist γ > 0 such that, if

Θn
(
{uε(x, y, 0) ≥ ε

2
} ∩B2r(xo, yo)

)
≤ γ

then

Θn

(
{uε(x, y, r2) ≥ 3ε

4
} ∩Br(xo, yo)

)
= 0.

Proof: First, we rescale according to (40), which amounts to assuming that uε

is solution to
∂tu

ε + rqr · ∇u = 4uε − fr(x, y)βε(uε) (32)

with ε ≤ ε/ρo.
The proof relies on a De Giorgi type argument. Let us introduce

εm+1 = εm +
ε0

2m+1
ε0 = ε/2

rm+1 = rm − r0
2m+1

r0 = 1

tm+1 = tm +
1

2m
t0 = 0.

and define
Vm = Ln(Ωεm(tm) ∩Brm(xo, yo))

(we recall that Ωδ(t) = {uε(x, y, t) ≥ δ}). We are going to prove that

V
n−1

n
m+1 ≤ CmVm, (33)

with Cm = C22m, which gives the result if γ is small enough.

Integrating (32) over Ωεm
∩(Br× [tm, tm+1]) = {u ≥ εm}∩(Br× [tm, tm+1]),

for r ∈ [rm+1, rm] the left hand side gives:

−
∫ tm+1

tm

∫
Ωεm (t)∩Br

∂tu dx dy dt ≤
∫

Ωεm (tm)∩Br

u(x, y, tm) dx dy

−
∫

Ωεm (tm+1)∩Br

u(x, y, tm+1) dx dy

≤ Ln(Ωεm(tm) ∩Brm)
≤ Vm,

(34)
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and∫ tm+1

tm

∫
Ωεm (t)∩Br

rq · ∇xu dx dy dt ≤ |q|∞rNo

∫ tm+1

tm

Ln(Ωεm(t) ∩Brm) dt

≤ CRo

2m
Vm.

(35)
For the right hand side, we have:∫ tm+1

tm

∫
Ωεm (t)∩Br

4u dx dy dt ≤
∫ tm+1

tm

∫
∂Ωεm (t)∩Br

∇u · ν dσ(x, y) dt

+
∫ tm+1

tm

∫
Ωεm (t)∩∂Br

|∇u|dσ(x, y) dt

≤ No

∫ tm+1

tm

Hn−1(Ωεm(t) ∩ ∂Br)dt

≤ No

2m
Hn−1(Ωεm(tm) ∩ ∂Br),

(36)
(since ∇u · ν ≤ 0 along ∂Ωεm

(t) ∩ Br). Finally, the coarea formula and (12)
yield: ∫ tm+1

tm

∫
Ωεm (t)∩Br

f(x, y)βε(uε) dx dy dt

≥ λ

No

∫ tm+1

tm

∫ εm+1

εm

βε(z)Hn−1({uε(t) = z} ∩Br) dz dt

≥ λK

Noε

∫ tm+1

tm

∫ εm+1

εm

Hn−1({uε(t) = z} ∩Br) dz dt.

Since {uε(t) ≥ s} ⊂ {uε(tm) ≥ ε/2} for all s ∈ [εm, εm+1], we have

Ln({uε(t) ≥ s} ∩Br) ≤ Ln(Br)/2,

for all r ∈ [1, 2] (we have to choose γ such that γ ≤ Ln(B1)/(2Ln(B2))).
Lemma 31 (ii) thus implies:∫ tm+1

tm

∫
Ωεm (t)∩Br

f(x, y)βε(uε) dx dy dt

≥ Cλ

No

∫ tm+1

tm

∫ εm+1

εm

βε(z)Ln(Ωεm+1(t) ∩Br))(n−1)/n dz dt

≥ CλK

22mNo
Ln(Ωεm+1(tm+1) ∩Brm+1))

(n−1)/n

≥ CλK

22mNo
V

(n−1)/n
m+1 .

(37)

Putting (34), (35), (36) and (37) together, we deduce:

V
(n−1)/n
m+1 ≤ C22m

(
Vm +

No

2m
Hn−1(Ωεm

(tm) ∩ ∂Br)
)
.
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Inequality (33) follows by integrating with respect to r ∈ [rm+1, rm] and using
the coarea formula.

In order to prove the second point in Proposition 18, we start by noticing
that

Θn
(
{uε(x, y, t) ≥ ε

2
} ∩B2r(xo, yo)

)
≥ γ,

≤ 1
2

for all t ∈ [−(2r)2, 0],
(38)

and

Θn
(
{uε(x, y, t) ≤ ε

4
} ∩B2r(xo, yo)

)
≤ (1− γ),

≥ 1
4
, for all t ∈ [−(2r)2, 0].

(39)

These inequalities are derived in the same way we obtained (14) and (15).
Note that in order to get the second inequality in (38), we need to find a ko ∈ L
such that ko · e ≥ (2r)2cmax and ko ≤ 2r. Such a ko exists if ρ∗ is large enough
and Ro is small enough.

Proposition 18 is now a consequence of the Green formula. First, we rescale
according to the following parabolic rescaling:

v(x, y, t) =
1
r
uε(xo + rx, yo + ry, to + r2t), (40)

which amounts to assuming that r = 1, ε ≤ ε/ρo and (xo, yo) = (0, 0). Then we
have:

uε(0, 0, 0) =
∫

B4

uε(x, y,−42)G(0,0,0)(x, y,−(4)2) dx dy

+
∫ 0

−42

∫
∂B4

uε(x, y, t)∂νG(0,0,0)(x, y, t) dσ(x, y)dt

−
∫

Q4

f(x, y)βε(uε)G(0,0,0)(x, y, t) dx dy dt.

Since uε(0, 0) ≥ 0, G(0,0,0) ≥ C in Q(2)(0, 0, 0) and f(x, y) ≥ λ, we deduce:∫
Q2

βε(uε) dx dy dt ≤ C sup
Q4(0,0,0)

uε(x, y, t). (41)

Therefore, we are left with the task of proving that the left hand side is bounded
by below: this follows from (38), the coarea formula and the isoperimetric in-
equality:

First, using the coarea formula (see [F]) we can write∫
Q2

βε(uε) dx dy dt ≥ 1
No

∫ 0

−22

∫
R
βε(z)Hn−1({uε(t) = z} ∩B2)dzdt. (42)
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Then, we notice that for all z ∈ [ ε
4 ,

ε
2 ] and t ∈ [−22, 0], we have

Ln({uε(t) ≥ z} ∩B2) ≥ γLn(B2)

Ln({uε(t) ≤ z} ∩B2) ≥
1
4
Ln(B2).

Therefore, using Lemma 31 (i) (consequence of the isoperimetric inequality) we
have (for all z ∈ [ ε

4 ,
ε
2 ]):

Hn−1({uε(t) = z} ∩B2) ≥ κ (Ln({uε(t) ≥ z} ∩B2))
(n−1)/(n)

≥ κ(γLn(B2))(n−1)/(n).

Together with (42), it gives∫
Q2

βε(uε) dx dy dt ≥ K

ε

ε

4
κ (γLn(B2))

(n−1)/n = Co,

and (41) gives Proposition 18 (ii).

5 Singular limit

This section is devoted to the proof of Theorem 3. First of all, we notice
that the convergence of uε as ε goes to zero is a consequence of Proposition 6
and Arzela-Ascoli’s theorem, and that the convergence of cε is a consequence
of Lemma 7. Further estimates can be derived; they are summarized in the
following proposition:

Proposition 20 (Convergence) For any sequence (εi)i∈N such that εi → 0,
there exists a subsequence (still denoted by εi), a function u ∈ C1,1/2(Ω×R) and
a real c ≥ 0 such that:

i) uεj −→ u uniformly on compact subsets of Ω× R, cεi → c,

ii) ∇uεj −→ ∇u in L2
loc(Ω× R),

iii) ∂tu
εj −→ ∂tu weakly in L2

loc(Ω× R),

iv) βεj (u
εj ) is bounded in L1

loc(Ω × R) and converges to a positive measure µ
with suppµ ∈ ∂{u > 0}.
v) ∂tu−4u+ q · ∇u = 0 in {(x, t) , u(x, t) > 0}.

The detail of the proof of Proposition 20 can be found in [CLW1]; the first
part of Theorem 3 follows easily. The aim of this section is therefore to prove
that the free boundary condition is satisfied at any ’nice’ point. From now on,
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we shall drop the distinction between x and y, and denote by a single x any
point in Ω = Rd × ω. We also use the notations

Br(xo) = {x ∈ Rn ; |x− xo| < r}
Qr(xo, to) = Br(xo)× [to − r2, to]

Throughout this section, (xo, to) denotes a point on the free boundary ∂{u >
0} \ ∂Ω, such that there exists a tangent ball from inside:

∃ r > 0 and yo ∈ Ω s.t. Br(yo) ⊂ {u > 0}, xo ∈ ∂Br(yo). (43)

We also denote
ν =

yo − xo

|yo − xo|
.

The proof will be divided in three steps: First, we establish a weak nonde-
generacy inequality in Br(yo). Next, using a monotonicity formula due to G.
Weiss [W], we deduce that u has a linear behaviour in Q1(xo, to) (Proposition
26):

u(x, t) = α〈x− xo, ν〉+ + γ〈x− xo, ν〉− + o(|x− xo|+ |t− to|1/2).

Finally, we shall see that γ = 0 and α =
√

2f(xo)M .

5.1 Nondegeneracy in the neighbourhood of the free bound-
ary.

First, we start with the following consequence of our nondegeneracy lemma 12:

Corollary 21 If Br(yo) ⊂ Ωε,to
(uε), then there exists a constant C(r) > 0

(independent of ε) such that

uε(x, to) ≥ C(r) , for all x ∈ B r
2
(yo)

Proof: First of all, we notice that uε(x, t) > 0 in Br(yo) for all time t ≤ to, and
therefore uε is solution to uε

t + q ·∇uε = 4uε in Br(yo)× (−∞× to]. Moreover,
thanks to Proposition 15, it is easy to see that for large universal T , we have:

uε(x, to − T ) ≥ A, in Br(x0).

Let us now define

h(x, t) = Ae−γ(t−to+T )
(
e−

(x−yo)2

ar2 − e−
1

a2

)
/
(
1− e−

1
a2

)
Then, one can check that with a = 1/(2

√
2) and γ ≥ 16

r2(e−2−e−8) , h(x, t) satisfies:

ht + q · ∇h ≤ 4h.
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Moreover, h vanishes along ∂Br(yo), and satisfies h(x, to−T ) ≤ A ≤ uε(x, to−T )
for all x ∈ Br(yo). Therefore

uε(x, to) ≥ h(x, to), for all x ∈ Br(yo),

which gives the result with C(r) ∼ ce−
c

r2 .
Note also that for xo ∈ ∂Br(yo), the proof gives the existence of α > 0 such

that

u(x, t) ≥ α

〈
x− xo,

yo − xo

|yo − xo|

〉+

in any non tangential cones.

5.2 Blow-up limit and monotonicity formula

Let (xo, to) satisfy (43). We introduce

uε
r(x, t) =

1
r
uε(xo + rx, to + r2t),

ur(x, t) =
1
r
u(xo + rx, to + r2t),

which are respectively solution to

∂tu
ε
r + rq(xo + rx) · ∇uε

r = 4uε
r − f(xo + rx)βε/r(uε

r), in Ω, (44)

and
∂tur + rq(xo + rx) · ∇ur = 4ur, in {ur > 0}.

Since the rescaling preserves the C1,1/2 norm, and ur(0, 0) = 0, it is easy to
check that ur is uniformly bounded in C1,1/2. It follows from Ascoli-Arzela’s
theorem that there exists a sequence rj → 0 such that

urj (x, t) −→ U(x, t), uniformly on compact subsets.

More precisely, one can prove (the proof being similar to the one of Propo-
sition 20, details can be found in [CLW1]):

Lemma 22 For every sequence (ri)i∈N such that ri → 0, there exists a subse-
quence urj

, and U ∈ C1,1/2 such that:

i) urj
−→ U uniformly on compact subsets of Ω× R,

ii) ∇urj −→ ∇U in L2
loc(Ω× R),

iii) ∂turj −→ ∂tU weakly in L2
loc(Ω× R),

iv) ∂tU −4U = 0 in {(x, t) ∈ Ω× R , U(x, t) > 0}.
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We want to show that U is linear. First, we note that Corollary 21 and the
monotonicity of U with respect to t gives

U(x, t) > 0, in Rn ∩ {x · ν > 0} × R−.

Applying Lemma A.1 in [CLW1], we deduce:

Lemma 23 U(x, t) has a linear behaviour in Rn ∩ {x · ν > 0}: there exists
α > 0 such that

U(x, t) = α〈x, ν〉+ + o(|x|+ |t|1/2), ∈ Rn ∩ {〈x, ν〉 > 0} × R−.

Moreover, we shall see that the blow-up limit U(t, x) is homogeneous along
parabolic paths:

Lemma 24 For all (x, t) ∈ Rn × R−, and all θ ∈ R, we have

U(θx, θ2t) = θU(x, t).

Let us postpone the proof of this result. Together with Lemma 23, it yields:

U(x, t) = α〈x, ν〉+ ∈ Rn ∩ {x · ν > 0} × R−,

and in particular U(x, t) = 0 along {x · ν = 0}. Applying Corollary A.1 in
[CLW1], it follows:

Lemma 25 U(x, t) has a linear behaviour in Rn ∩ {x · ν < 0}: there exists
γ ≥ 0 such that

U(x, t) = γ〈x, ν〉− + o(|x|+ |t|1/2), ∈ Rn ∩ {x · ν < 0} × R−.

Finally, putting together Lemma 23, 25, and 24, we get:

U(x, t) = α〈x, ν〉+ + γ〈x, ν〉−, in Rn × R−, (45)

with α > 0 and γ ≥ 0, which is equivalent to

Proposition 26 Let (xo, to) satisfy (43), then there exists α > 0 and γ ≥ 0
such that

u(x, t) = α〈x− xo, ν〉+ + γ〈x− xo, ν〉− + o(|x− xo|+ |t− to|1/2),

in Q1(xo, to).

The rest of this section is devoted to the proof of Lemma 24, which is a
consequence of a parabolic monotonicity formula, similar to the monotonicity
formula introduced by G. Weiss in [W]. For the sake of simplicity, we shall write
the result in Rn. The case of a domain Ω with Neumann boundary condition
could be treated similarly.
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Lemma 27 (Weiss monotonicity formula) Let u be a solution of

∂tu+ q · ∇xu = 4xu− f(x)βε(u), in Rn × R.

For (xo, to) ∈ Rn × R, we define the quantity

Ψε(r) =
1
r2

∫ to−r2

to−4r2

∫
Rn

(
|∇u|2 + 2f(x)Bε(u)−

u2

2(to − t)

)
G(x, t)dxdt

with

G(x, t) = G(xo,to)(x, t) =
4π(to − t)

(4π(T − t))
n
2−1

exp
(
− |x− xo|2

4(to − t)

)
and Bε(u) =

∫ u

0
βε(s)ds =

∫ u/ε

0
β(s)ds. Then we have:

Ψ′
ε(r) =

2
r3

∫ to−r2

to−4r2

∫
Rn

(
2t∂tu+ x · ∇u− u

)2 G(x, t)
2(to − t)

dx dt

+
2
r3

∫ to−r2

to−4r2

∫
Rn

uf(x)βε(u)G(x, t) dx dt

+
2
r3

∫ to−r2

to−4r2

∫
Rn

Bε(u)x · ∇f(x)G(x, t) dx dt

+
2
r3

∫ to−r2

to−4r2

∫
Rn

q · ∇u(2t∂tu+ x · ∇u− u)G(x, t) dx dt.

(46)

Proof: The proof is similar to the proof of Theorem 3.1 in [W], with only minor
modifications. It relies on the weak formulation obtained by multiplying (2) by

(∂tu)2tG(x, t) + (x · ∇xu)G(x, t),

and it requires the following estimate:∫
(t1,to−η)∪(to+η,t2)

∫
Rn

exp
(
−|x− xo|2

4(to − t)

) (
(∂tu)2 + u2

)
(t, x) dx dt < C, (47)

(for all t1, t2 such that t1 < to < t2 and small η), which is derived by multiplying
(2) by exp

(
− |x−xo|2

4(T−t)

)
∂tu.

Proof of Lemma 24: Let 0 < σ < ρ be two constants. The previous lemma
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gives (after change of variable, and noting G(x, t) = G(0,0)(x, t)):

Ψε(ρs)−Ψε(σs) =∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

(
2t∂tu

ε
s + x · ∇uε

s − uε
s

)2G(x, t)
2(−t)

dx dt dr

+
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

uε
sf(sx)βε/s(uε

s)G(x, t) dx dt dr

+
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

Bε/s(uε
s)sx · (∇f)(sx)G(x, t) dx dt dr

+
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

sq(sx) · ∇uε
s(2t∂tu

ε
s + x · ∇uε

s − uε
s)G(x, t) dx dt dr.

(48)
In view of Lemma 5, estimate (47), and the fact that Bε(u) ≤ M for all u, it
is easy to check that the last two terms are bounded by Cs, with C constant
which does not depend on ε. Moreover, we have:∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

uε
sf(sx)βε/s(uε

s)G(x, t) dx dt dr

= −
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

uε
s(∂tu

ε
s −4uε

s + sq(sx) · ∇uε
s)G(x, t) dx dt dr

= −
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

(uε
s∂tu

ε
s + |∇uε

s|2)G(x, t)

+(uε
s∇uε

s − (uε
s)

2sq(sx)) · ∇G(x, t)) dx dt dr

−→ −
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
{U>0}

(us∂tus + |∇us|2)G(x, t)

+(us∇us − (us)2sq(sx)) · ∇G(x, t) dx dt dr

= −
∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
{us>0}

us(∂tus −4us + sq(sx) · ∇us)G(x, t) dx dt dr

= 0.

Therefore, denoting Ψo(r) = limj→∞ Ψεj
(r), when ε = εj goes to zero (48)

yields:

Ψo(ρs)−Ψo(σs) =∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

(
2t∂tus + x · ∇us − us

)2G(x, t)
2(−t)

dx dt dr

+O(s),

(49)

hence
lim inf

s→0

(
Ψo(ρs)−Ψo(σs)

)
≥ 0.

Assume that the limit is positive. Then, for s small enough, we have

Ψ(s)−Ψ
(
σ

ρ
s

)
> δ > 0,
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and denoting θ = σ
ρ < 1, we get

N∑
n=0

(
Ψ((θ)n

s)−Ψ
(
(θ)n+1

s
) )

= Ψ(s)−Ψ
(
(θ)N+1

s
)
≥ Nδ.

We get a contradiction as N → ∞, since it is easy to see (after rescaling) that
Ψo(r) is uniformly bounded with respect to r.

Finally, taking the limit in (48) with s = rn, the lower semicontinuity of the
L2−norm with respect to the weak convergence gives:∫ ρ

σ

2
r3

∫ −r2

−4r2

∫
Rn

(
2t∂tU + x · ∇U − U

)2G(x, t)
2(−t)

dx dt dr = 0,

i.e. 2t∂tU(x, t)+x·∇U(x, t)−U(x, t) = 0 for almost all (x, t) ∈ Rn×(−4ρ2,−σ2).
Since the result holds for any 0 < σ < ρ, the lemma follows.

5.3 The free boundary condition

In order to recover the free boundary condition, we have to determine the value
of the coefficients α and γ introduced by Proposition 26. This will be done in
two steps:
- First, we show that u is degenerate on one side, i.e. that γ = 0,
- then, we will see that we have α =

√
2f(xo)M .

In this section, we use the following lemma, which combines the convergence
with respect to ε and r (see [CLW1] for details):

Lemma 28 Let (uεj )j∈N be a sequence of solution to (2) such that uεj → u as
j →∞ (in the sense of proposition 20). Assume (xo, to) ∈ ∂{u > 0}, and define{

ur(x, t) = 1
ru(xo + rx, to + r2t),

u
εj
r (x, t) = 1

ru
εj (xo + rx, to + r2t)

Suppose rn → 0 and urn
→ U as n → ∞. Then there exists j(n) → ∞ such

that for every jn ≥ j(n) there holds that εjn

rn
→ 0 and

i) uεjn
rn −→ U uniformly on compact subsets of Ω× R,

ii) ∇uεjn
rn −→ ∇U in L2

loc(Ω× R),

iii) ∂tu
εjn
rn −→ ∂tU weakly in L2

loc(Ω× R).

In the sequel, we shall denote

un(x, t) = u
εjn
rn (x, t),
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which is solution to

∂tu
n + rnqn · ∇un = 4un − fnβ εjn

rn

(un), (50)

with qn(x) = q(xo + rnx) and fn(x) = f(xo + rnx).

As a consequence of the previous section, we have:

un(x, t) −→ α〈x− xo, ν〉+ + γ〈x− xo, ν〉−, as n→∞.

The next lemma shows that if γ > 0, uε(xo, to) is bounded away from zero by
a positive constant independent of ε, which contradicts the fact that (xo, to)
belongs to the free boundary. Hence γ = 0.

Lemma 29 Let (xo, to) ∈ Ω× R be such that

u(x, to) ≥ α〈x− xo, ν〉+ + γ〈x− xo, ν〉− + o(|x− xo|+ |t− to|1/2),

in B1(xo), with α and γ positive. Then uε(xo, to) ≥ η > 0 with η independent
of ε (and therefore u(xo, to) 6= 0).

Proof: After translation and rotation, we may assume (xo, to) = (0, 0), and
ν = en. Using the monotonicity of uε with respect to t, we note that for any
small δ, we have

uε(x, t) ≥ (αx+
n + γx−n − δr)+ in Br(0)× R−,

for all r ≤ ro(δ) and ε ≤ εo(δ).
Let ϕr solve{

−4ϕr + rq(x/r) · ∇ϕr = 0, in B1(0),
ϕr(x) = (αx+

n + γx−n − δ)+ ∀x ∈ ∂B1(0).

We want to show that ϕr can be approached by a subsolution of the ε-problem:

4ϕε
r − q(x/r) · ∇ϕε

r ≥ f(x/r)βε(ϕε
r).

To that purpose, we introduce

Γε(t) =


0 t ≤ 0
1
2ε
t2 t ∈]0, ε[

t− ε

2
t ≥ ε,

with

B(t) =
∫ t

0

β(s)ds. (51)
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It is easy to check that

4(Γε(ϕr))− rq(x/r) · ∇(Γε(ϕr)) =
1
ε
χ{0≤ϕr≤ε}|∇ϕr|2.

Moreover, with Q = supβ(s), we have

1
ε
χ{0≤ϕr≤ε} ≥

1
2Q

βε/2(Γε(ϕr)),

since {0 ≤ ϕr ≤ ε} = {0 ≤ Γε(ϕr)) ≤ ε/2}.
Therefore, ϕε

r = Γ2ε(ϕr) is a subsolution of the ε-problem if we can show
that:

|∇ϕr|2 ≥ 2QΛ in {0 < ϕ < ε}.

Classic elliptic estimates tells us that ϕr converges as r → 0 (uniformly and in
H1(B1(0))) to a harmonic function on B1; the Poisson formula gives:

lim
r→0

ϕr(x) = ϕ(x) = C(1− |x|2)
∫

∂B1(0)

ϕr(y)
|x− y|n

dsy.

We easily deduce that |∇xϕ(x)| → ∞ as x → yo, if yo is an angular point (a
point for which ∇yϕr is discontinuous). Therefore, if δ ≤ δ1 and r ≤ r1, there
exists a small neighbourhood N of {x ∈ ∂B1; |xn| ≤ δ/α, |xn| ≤ δ/γ} such that

|∇ϕr|2 ≥ 2QΛ in {0 < ϕ < ε}, in N .

Moreover, when ε ≤ ε1 small enough, we have

{0 < ϕr < ε} ⊂ N .

Introducing ψεr
r (x) = rϕε

r(x/r), we get (with δ = δ1, r ≤ min(ro(δ1), r1) and
ε ≤ rmin(εo(δ1), ε1)):{

4ψε
r − q(x) · ∇ψε

r ≥ f(x)βε(ψε
r), in Br(0)

ψε
r(x) ≥ (αx+

n + γx−n − δr)+, on ∈ ∂Br(0).

We now want to apply the maximum principle and show that ψε
r ≤ uε in Br(0)×

R−. To that purpose, we introduce z(x, t) = uε(x, t) − ψε
r(x). Then we have

z(x, t) > 0 along ∂Br(0) for all t ≤ 0, and since uε(x, t) → 1 as t → −∞, we
have z(x, T ) > 0 in Br(0) for large negative T . Denote by t1 the first time such
that z vanishes at some point x1 ∈ B1(0). Then in Br × [T, t1], z(x, t) solves

∂z −4z + q · ∇z ≥ −CΛ
ε2

z.

If t1 ≤ 0, then x1 belongs to the interior of B1(0), and therefore z(x1, t1) = 0,
∇z(x1, t1) = 0, 4z(x1, t1) ≥ 0 and ∂tz(x1, t1) < 0, which gives a contradiction,
and yields t1 ≥ 0.
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Finally, we have uε(0, 0) ≥ ψε
r(0), and since

lim
ε→0

ψε
r(0) = rϕr(0) ≥ η > 0,

the proof of Lemma 29 is complete.

Proof of Theorem 3: We are now in position to complete the proof of Theo-
rem 3. Collecting our previous results, we know that there exist two sequences
rn → 0 and εn → 0 such that

un(x, t) = uεn
rn

(x, t) −→ U(x, t) = α〈x− xo, ν〉+, as j → +∞.

We are left with the task of proving that α =
√

2f(xo)M .
Let ζ(x, t) ∈ C∞c (Ω×R). Multiplying (50) by un

xk
ζ, and integrating by part,

we get: ∫∫
un

t u
n
xk
ζ +

1
2
(∇un)2xk

ζ + (un)xk
∇un∇ζ

+
∫∫

rqr · ∇unun
xk
ζ =

∫∫
(frn

(x)ζ)xk
B εn

rn
(un)

and therefore∫∫
(un)t(un)xk

ζ − 1
2
(∇un)2ζxk

+ (un)xk
∇un∇ζ

+
∫∫

rqr · ∇un(un)xk
ζ =

∫∫
(frn(x)ζ)xk

B εn
rn

(un),

where we recall that

Bε(u) =
∫ u

0

βε(s)ds =
∫ u/ε

0

β(s)ds.

Introducing ρn(x, t) = B εn
rn

(un), we have 0 ≤ ρn(x, t) ≤M , and therefore

ρn(x, t) ⇀ ρ(x, t) ∗ -weakly in L∞.

Taking the limit as in Lemma 28, we deduce:∫∫
UtUxk

ζ − 1
2
(∇U)2ζxk

+ Uxk
∇U∇ζ =

∫∫
foζxk

ρ(x, t) (52)

where frn
→ fo = f(xo). Moreover, since U(x, t) = αx+

n , we have ∇xU = αχ{xn>0}en

∂tU = 0
ρ(x, t)|{xn>0} = M.
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When ζ is such that suppζ ⊂ Qro(xo, to) ∩ {xn < 0}, (52) gives:∫∫
Q−

r

foζxk
ρ(x, t) = 0

which implies that ρ(x, t) = M1(t) in Qro
(xo, to) ∩ {xn < 0}.

With k = n, (52) leads to:∫∫
{xn>0}

1
2
α2ζxn

=
∫∫

foζxn
ρ(x, t) =

∫
{xn=0}

fo(M −M1(t))ζ,

which also reads:
α2 = 2fo(M −M1(t)). (53)

In particular, M1(t) = M1 is constant in Qro
(xo, to) ∩ {xn < 0}

Note that ∇xρ
n = βεn/rn

(un)∇xu
n is bounded in L1 (Proposition 20 (iv)),

and for any σ ≥ τ and K compact set we have:∫ τ

σ

∫
K

|∂tρ
n|dtdx = −

∫ τ

σ

∫
K

∂tρ
ndxdt = −

[∫
K

ρndx

]ρ

σ

≤ 2MLn(K).

It follows that ρn is bounded in W 1,1
loc (Ω× R), and therefore

ρn(x, t) → ρ(x) strongly in L1(Q1), and almost everywhere.

Now, in view of (53), and since α > 0 (nondegeneracy), we have M1 < M .
We want to prove that M1 = 0. Assume that M1 > 0, and let κ > 0 be such
that M1 ∈]κ,M − κ[. There exist a, and b positive such that

Bε(u) ∈]κ,M − κ[ ⇐⇒ aε ≤ u ≤ bε,

and
ρn(x, t) ∈]κ,M − κ[ ⇐⇒ a

εn

rn
≤ un(x, t) ≤ b

εn

rn
.

The next lemma, the proof of which is similar to that of Lemma 9, gives a
contradiction. It follows that M1 = 0, and (53) yields

α =
√

2f(xo)M.

The theorem is therefore proved.

Lemma 30 For any a, b > 0, there exists a constant K such that

Ln+1
(
{aε
r
≤ uε

r ≤ b
ε

r
} ∩Qs(xo, to)

)
≤ K

ε

r
sn+1,

for all s ≤ so.
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A Approximation of supersolutions

In the proof of Lemma 12, we omitted the construction of the supersolution hε.
We recall that h(t, x) is a supersolution of (1) which reads h(t, x) = ϕ(x ·e−νt),
with

ϕ(s) =
√
A

ν + |q|∞

[
1− exp(−(ν + |q|∞)s)

]
.

Therefore, it is enough to construct a supersolution ϕε of

−ϕ′′ + (q · e− ν)ϕ′ = −f(x)βε(ϕ) . (1)

Let us define

ϕε(s) =


ϕ(s) for s ≥ so,
Kλ

4ε
(s− so)2 +

√
A(s− so) + bε for s1 ≤ s ≤ so,

aε for s ≤ s1,

Where s0 is such that ϕ(s0) = bε. First of all, if ε ≤ εo small enough, we have
ϕ′(s+0 ) ≤

√
A = ϕ′(s−0 ), and therefore the jump of the derivatives at s0 has the

right sign.
Next, choosing s1 = so− ε 2

√
A

λK , we check that with A = λK(b− a), we have
ϕ(s+1 ) = aε, and ϕ′(s+1 ) = ϕ′(s−1 ) = 0.

In order to conclude, it only remains to check that ϕε is a supersolution of
(1) in [s1, so]:

−ϕ′′ + (q · e− ν)ϕ′ ≥ −Kλ
ε ( 1

2 + ε(q · e− ν)
√

A
λK )

≥ −Kλ/ε
≥ −f(x)βε(ϕε) ,

if ε ≤ ε0, with ε0 small enough (depending only on |q|∞ and Λ).

B The isoperimetric inequality

Let us first recall that given an Euclidean ball B in Rn and a subset Ω of Rn,
the isoperimetric inequality gives:

(Ln(B ∩ Ω))(n−1)/n ≤ µn(Hn−1(∂Ω ∩B) + P (Ω ∩ ∂B))

with equality when B ⊂ Ω.
In this section, we establish a couple of results that allow us to control the

perimeter P (Ω ∩ ∂B) by the Hausdorff measure of ∂Ω ∩B in some situations.
We note

V1 = Ln(B ∩ Ω), V2 = Ln(B \ Ω) and V = Ln(B),
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and

S1 = P (Ω ∩ ∂B), S2 = P (∂B \ Ω), S = P (∂B) and A = Hn−1(∂Ω ∩B).

Then, we have the following result:

Lemma 31 (i) For any γ > 0, there exists a constant C(γ) such that if

γ ≤ V1 ≤ V − γ,

then
V

(n−1)/n
1 ≤ CA.

(ii) if V1 < V/2, there exists a constant C such that

V
(n−1)/n
1 ≤ CA

Proof:
(i) Noting p = (n− 1)/n, the isoperimetric inequality gives:

V p
i ≤ µ(A+ Si), for i = 1, 2, and V p = µS.

It follows
V p

1 + V p
2 ≤ µ(A+ S) ≤ µA+ V p,

and therefore
V p

1 + (V − V1)p − V p ≤ µA.

It remains to see that for γ ≤ V1 ≤ V − γ, there exists a constant C such that:

V p
1 ≤ C(V p

1 + (V − V1)p − V p)

(ii) If V1 = 0, the result holds. Otherwise, since V1 < V/2, we have A > 0, and
we may write S1 = MA. The isoperimetric inequality gives:

V p
1 ≤ µ(M + 1)A, V p

2 ≤ µ(S − (M − 1)A).

Writing V p = µS, we deduce:

S1/p ≤ ((M + 1)A)1/p + (S − (M − 1)A)1/p,

and therefore

1 ≤
(
(M + 1)

A

S

)1/p

+ (1− (M − 1)
A

S
)1/p.

If M is large (and M + 1 ∼ M − 1 ∼ M), it implies that A/S is bounded by
below (since A > 0) (for example, we check that, with p = 3/2, if M ≥ 10 we
have A

S ≥ 0.08), and therefore

A ≥ CS =
C

µ
V p ≥ C

µ
V p

1 .

Otherwise, M is bounded, and since S1 = MA we have

V p
1 ≤ µ(M + 1)A.
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