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Abstract

In this paper we are going to study the chain of some distributions required by nonlinear control

problems associated to homogeneous polynomial nonlinear systems. The idea is due to Ruiz and

Nijmeijer and the basic facts are strongly inspiered by their paper. The distribution studied here

is the controlled invariant distribution used in the problems of local disturbance decoupling and

input-output decoupling of nonlinear systems.

1 Construction of the non-standard splitting of modules

We shall give some details about the construction of a graduation of the Lie algebra of the homogeneous

polynomial vector �eld induced by a dilation. For a more extensive treatement of this subject, the reader

is referred to [Bacc92] (Appendix B) or [Good76].

1. Let feig1�i�n denote the canonical basis ofR
n. For any n-tuple of natural numbers (w1; w2; :::; wn),

ordered nondecreasing (1 � w1 � ::: � wn
def
= r) we de�ne a family of maps �� : Rn 7! R by:

��(x) =

nX
i=1

�
wixiei

Such a family is called a dilation on Rn. Let K[X] denote the ring of formal power series in variables

x1; x2; :::; xn. A polynomial p 2 K[X] is said to be homogeneous of weight l with respect to �� if

p(��(x)) = �
l
p(x) ; � � 0

For a monomial xk11 :::x
kn
n the associated weight is w1k1 + w2k2 + � � �+ wnkn. If p is not homogeneous,

the weight of p is de�ned as the maximal weight of its homogeneous components. The weight of p will

be denoted by wgt(p). We call subdegree the minimal weight of its homogeneous components (we denote

it by sbd(p)). We consider the following sets:

Hl = fp 2 K[X]jdeg(p) = sbd(p) = lg

Pw = fp 2 K[X]jdeg(p) � wg

Jj = fp 2 K[X]jsbd(p) > jg
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The �rst two are K-vector subspace of K[X] while the last is an ideal in the ring K[X]. By this way we

obtain a graduation and a �ltration on K[X] induced by the dilation:

K[X] =
M
0�l

Hl =
[
0�w

Pw = Pw
M

Jw ; Pw =
M

o�l�w

Hl

2. We now construct the vector �elds over K[X] that are derivations of the ring K[X], i.e.: v :

K[X] ! K[X] which is: (i) a K-linear map and (ii) v(p1p2) = v(p1)p2 + p1v(p2). We denote by X the

Lie algebra of the vector �elds. We say that X is an homogeneous polynomial vector field (h.p.v.f.)

with respect to the dilation ��, with the weight m if:

XHl � Hl�m ; for every l � 0

The weight of h.p.v.f. may be positive as well as negative. Always xi
@
@xi

is a zero weight vector �eld

regardless the weight of xi. We denote by wgt(X) the weight of the vector �eld X. If X is not an

homogeneous p.v.f. the weight of X is de�ned as the maximal weight of its homogeneous components).

As before we call subdegree of X the minimal weight of its homogeneous components and we denote it by

sbd(X).

Let us consider the following sets:

Xi = fv 2 Xjwgt(v) = sbd(v) = ig

Qi = fv 2 Xjwgt(v) � r � ig

Ti = fv 2 Xjsbd(v) < r � i)g

The sets Xi and Qi are K-vector subspaces of X while Ti is a K[X]-submodule of X (we consider

that 0 could be added to any set). Obviously:

X =
M
i�r

Xi =
[
i�0

Qi = Qm

M
Tm

and:

Xr�i =
Qi

Qi�1
; Ql =

lM
i=0

Xr�i

3. The dual of X is the K[X]-module of the 1-forms denoted by �:

� = f! : X ! K[X]j! is a K[X]� linear map g

Let ! 2 �. We say that ! is an homogeneous polynomial 1� forms (h.p.1-f.) of weight s if:

!(Qm) � Hs�m ; for every m � r

We denote by wgt(!) the weight of !. If ! is not an homogeneous p.1-f., wgt(!) denotes the weight of the

maximal weight of its homogeneous component. We call subdegree the minimal weight of its homogeneous

components and we denote it by sbd(!). As in the previous case we consider the following sets:

�i = f! 2 �jwgt(!) = sbd(!) = ig

Ri = f! 2 �jwgt(!) � ig
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Si = f! 2 �jsbd(!) > ig

The �rst two sets are K-vector subspace while the last is a K[X]-submodule of �.Obviously:

� =
[
i�0

Ri =
M
s�0

�s = Rm

M
Sm

and:

�i =
Ri

Ri�1
; Rl =

lM
i=0

�i

For any function of F(Rn), C1 vector �eld on Rn or C1 1-form on Rn we could associate its Taylor

polynomial approximation. We could arrange this polynomial in terms of homogeneous components.

Thus we obtain an expansion in homogeneous Taylor polynomials of the object. We shall use such

expansions.

EXAMPLE 1.1 Let in R
2
be the dilation given by ��(x1; x2) = (�x1; �

2
x2). Then we have for the

following h.p.v.fs:

X1 =
@

@x1
X2 =

@

@x2
and X3 = x2

@

@x1
+ x

3
1

@

@x2

the weights: wgt(X1) = 1, wgt(X2) = 2 = r, wgt(X3) = �1, and for the h.p.1-fs:

!1 = dx1 ; !2 = dx2 ; !3 = x
2
2dx1 + x

3
1dx2

the weights: wgt(!1) = 1, wgt(!2) = 2, wgt(!3) = 5. 3

The basical properties of the homogeneous objects de�ned above are given by the following result:

PROPOSITION 1.2 1) If h is an homogeneous polynomial, X an h.p.v.f. and ! an h.p.1-f then:

wgt(hX) = wgt(X) � wgt(h) and wgt(h!) = wgt(!) +wgt(h)

2) If h 2 Hl then dh 2 Rl.

3) If X1 2 Qm1
; X2 2 Qm2

then [X1; X2] 2 Qm1+m2
([X1; X2] denotes the Lie bracket of the two

vector �elds).

4) If ! 2 Rs and X 2 Qm then LX! 2 Rs�m. 2

2 Systems-Jets

We introduce some factorization on the previous modules:

� For the polynomials: p=k = fq 2 K[X]jp� q 2 Jkg.
� For the vector �elds: v=k = fw 2 Xjv � w 2 Tk+1g.
� For the 1-forms: !=k = f' 2 �j!� ' 2 Skg.
De�nition Any two K-vector subspace or K[X]-submodules S1,S2 are K-equivalent i� 8x1 2 S1

9x2 2 S2 such that x1=k = x2=k and 8x2 2 S2 9x1 2 S1 such that x1=k = x2=k.

Let �1 and �2 be two a�ne polynomial nonlinear control systems given by:

�1

�
_x = f

1(x) +
Pm

i=1 g
1
i (x)ui

yj = h
1
j (x)

�2

�
_x = f

2(x) +
Pm

i=1 g
2
i (x)ui

yj = h
2
j(x)

on the same state-space (Rn) with the same number of inputs (m) and outputs (p).
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De�nition We say that �1 k��2 i� f
1 � f

2 2 Tk+1 g
1
i � g

2
i 2 Tk and h

1
j � h

2
j=inJk+1 for any i = 1;m

and j = 1; p.

Fact: It is an equivalence relation on the set of a�ne polynomial control systems with the same

number of inputs, outputs and the same state dimension, respectively.

We call the class of the systems k-related by the above equivalence relation the k-systems jet. We will

denote such a k-systems jet by �=k.

With the above notations: �1 k��2 i� f
1
=k = f

2
=k, g1i =k � 1 = g

2
i =k � 1 and h

1
j=k + 1 = h

2
j=k + 1.

Our problem is to characterize some objects constructed starting from a member of a k-systems jet (to

be more precise, the problem is to �nd out the class of an object associated to a member of a k-systems

jet.

3 The basic Lemma

The enabled operations with jets of vector �elds and 1-forms are given by the following Lemma:

LEMMA 3.1 1. Let �1
and �2

be two free K[X]-submodules of � having the same rank (= s) and

such that �1
=j = �2

=j for some j � r. Let G
1
and G

2
be two free K[X]-submodules of X having the

same rank (= m) and such that G
1
=u = G

2
=u for some u > j. We suppose that the distributions spanned

by G
1
and G

2
and the codistributions spanned by �1

and �2
as well as the codistributions spanned by

�1 = �1
T
(G1)? and �2 = �2

T
(G2)? are constant dimensional (regular). Then: �1

=j � r = �2
=j � r

2. If �1
,�2

,G
1
and G

2
are as above, then:

((�1)?
T
G
1)=j � r = ((�2)?

T
G
2)=j � r.

3) Let 	1
and 	2

be two free K[X]-submodules of 1-forms with the same rank, say s, such that

	1
=j = 	2

=j, for some j � r, and X
1
; X

2
be two vector �elds such that X

1
=u = X

2
=u for some u > j.

Then: (	1 + LX1
	1)=j � r = (	2 + LX2

	2)=j � r.

Proof(Sketch) Let us consider the basis as follows:

f!1; : : :!sg � �1
and f�1; : : :�sg � �2

fv1; : : : ; vmg � G
1
and fw1; : : : ; wmg � G

2

We shall denote with � and 
 the matrices having as entries the components of �i and, respectively, !i

ordered according with the rows and with V and W the matrices having as entries the components of vi

and, respectively, wi ordered according with the columns. The basis are chosen such that
1
: �i=j = !i=j,

wi=u = vi=u and:

� �W = (�i(wj))ij =

�
I

A

���� 0
�
; dim(I) = s � dim�2

T
(G2)?

Then:


 � V = (!i(vj))ij =

�
I + "1

A

���� "2
�

such that: 
V=j � r = �W=j � r and so:

"1=j � r = 0; "2=j � r = 0; B=j � r = A=j � r.

1We have to point out that we can obtain the identity matrix in the upper-left corner of � �W only if the ring over which

are de�ned the modules is the ring of formal power series. Just here we need to consider the construction over the ring of

formal power series.
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Since the codistributions spanned by �1
T
(G1)? and �2

T
(G2)? are constant dimensional and coin-

cides at the origin then ["2] has columns linearly dependent on the columns of

�
I + "1

B

�
(�)

Let us take � 2 �2
T
(G2)?. Then � =

Ps

i=1 'i�i where the functions 'i compound the row-vector '

given by: ' = g[�A Iq] for some g 2 K
q [X].

We wish to prove that for any ! 2 �1
T
(G1)? there exists an 1-form � such that:

�
! +� 2 �2

T
(G2)?

�=j � r = 0

Then it results that !=j � r 2 (�2
T
(G2)?)=j � r. For the converse we can follow the same way and we

obtain the statement.

Let us consider the map:

� : Kq [X]! � ; �(g) = g � [�A I]�� !

For any ! 2 �1
T
(G1)? we can write: ! = f �
 such that f
V = 0 (f has the same meanning as ' from

above). Then: f [ I+"1
B

] = 0 and we partition f according with (�): f = [f1 f2]. Then f1 + f1"1 + f2B =

0 ) f1=j� 2 = �f2B=j � r = �f2A=j � r and: �(f2)=j � r = [�f2A f2]�=j� r � [f1 f2]
=j� r = 0

2

4 Main Result

We consider the Controlled Invariant Distribution Algorithm that gives for a system of the form:

�

�
_x = f(x) + g(x)u

y = h(x)

(x 2M � R
n,M being an open neighborhood of the origin) the maximal controlled invariant distribution

included in the kernel of the di�erential of the output mapping:

Step 0: 
0 = spanfdhg

Step k: 
k = 
k�1 + Lf (
k�1

T
G
?) +

Pm

i=1 Lgi (
k�1

T
G
?)

where G = spanfgiji = 1;mg
Let us consider the following assumptions for a generic system �:

Assumptions

(H1) The distribution spanned by G has maximal and constant rank m.

(H2) The codistribution spanned by fdhg has maximal and constant rank p.

(H3) At every step of the previous algorithm, the codistributions spanned by 
k�1 and 
k�1

T
G
?

have constant dimension on M .

Under (H1)-(H3) we know that there exists ��
�
2 N such that:


k = 
k+1 = � � � = 
� ; foranyk � �
�
�

THEOREM 4.1 Let us suppose �1 and �2 belong to the same a-system jet (�1

a
� �2). Let us suppose

that (H1)-(H3) are ful�lled by �1 and �2. Then:

a) For any k such that a� 2� 2rk � r we have that:


1
k=(a� 2� 2rk) = 
2

k=(a� 2� 2rk)
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b) If max(��
�1
; �
�
�2
) = �

� � [a�2�r
2r

] then:


1
�=(a� 2� 2r��) = 
2

�=(a� 2� 2r��)

In particular:


1
�j0 = 
2

�j0

c) If �
� = max(���1

; �
�
�2
) > [a�2�r

2r
] but, for instance, �

�
�1

> [a�2�r
2r

] � �
�
�2

we obtain:


1
�j0 � 
2

�j0

Proof (i) We take �1 = 
1
0, �

2 = 
2
0, j = a � 2, u = a � 1. Applying �rst point of Lemma we obtain

that (
1
0

T
(G1)?)=a � 2 � r = (
2

0

T
(G2)?)=a � 2 � r. From Assumption 2 we obtain that 
1

0

T
(G1)?

and 
2
0

T
(G2)? have the same rank (because still a�2�r � r). We apply the second point of Lemma for

X1 = f
1
,X2 = f

2
and then for X1 = g

1
i ,X2 = g

2
i . We will obtain now that: 
1

1=a�2r�2 = 
2
1=a�2r�2.

We see that the "depth" of the common zone where the equality between the two modules holds decreases

with 2r. Now, by induction, we obtain the statement. The number � is obtained in such a manner that

the last equality must hold for a minimum of "depth" x: 
1
�=x = 
2

�=x where: x = a�2�� �2r� r ) �.

(ii) and (iii) are immediately now.

5 Example

The following example shows the possibility of avoiding of a singularity when it is used a non-standard

dilation: 8<
:

_x =

�
�1
2x1

�
u

y = x2 + (x21 + x
2
2) + 2x21x2 + x

4
1

Using the standard dilation (w1 = w2 = 1) we obtain the following approximations:

�1

8<
:

_x =

�
�1
0

�
u

y = x2

dh(g) = 0.

�2

8<
:

_x =

�
�1
2x1

�
u

y = x2 + x
2
1 + x

2
2

dh(g) = 4x1x2 6� 0. Then G
?
T

0 is singular !

�3

8<
:

_x =

�
�1
2x1

�
u

y = x2 + x
2
1 + x

2
2 + 2x21x2

dh(g) = 4x31 6� 0. Then G
1
T

0 is singular !

�4

8<
:

_x =

�
�1
2x1

�
u

y = x2 + x
2
1 + x

2
2 + 2x21x2 + x

4
1

dh(g) = 0.
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While, using a non-standard dilation (w1 = 1 and w2 = 2) we obtain as follows:

�1
p

8<
:

_x =

�
�1
2x1

�
u

y = 0

(the class k = 0)

dh(g) = 0

�2
p

8<
:

_x =

�
�1
2x1

�
u

y = x2 + x
2
1

(the class k = 1)

dh(g) = 0

�3
p

8<
:

_x =

�
�1
2x1

�
u

y = x2 + x
2
1

(the class k = 2)

dh(g) = 0

�4
p

8<
:

_x =

�
�1
2x1

�
u

y = x2 + (x21 + x
2
2) + 2x21x2 + x

4
1

(the class k = 3)

dh(g) = 0

We see that in the later sequence of approximations we have avoided the singularity that has occurs

in the former sequence.
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